
• k-SAE reveals monosemantic features in diffusion models
• Validated through transfer learning across 4 datasets
• Project page: https://revelio-diffusion.github.io/revelio/

 2) Corroborate our mechanistic interpretation via                             
     classification and visual reasoning tasks

1) Mechanistic interpretation of diffusion models: uncover
     monosemantic visual concepts via sparse autoencoders
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 Motivation

Why this matters?
1) Reveals the inner workings of diffusion models
2) Helps design of better algorithms 

Why is this a challenge?
- Iterative & denoising in diffusion models

Key Idea

 Analysis

Key findings: Different layers capture information of varied granularity.
- Upper middle layer captures finer-grained information
- Lower layer features are sufficient for coarse-grained classification

Q2. What flavors of visual information are captured in different timesteps?
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Key findings:
1. Earlier timesteps perform better, 

particularly on fine-grained datasets
2. Interim ones perform slightly better on 

coarse-grained dataset

Q3. What flavors of visual information are captured 
in different diffusion architectures?

Key findings: 
- U-Net captures spatially localized information 
- DiT captures globally spread-out information
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Key finding: Adding 
diffusion features 
improves performance 
on visual reasoning tasks

Conclusion

  How is the rich visual semantic information represented 
  in diffusion models?
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Q1. What flavors of visual information are captured in different diffusion layers?

Q4. How do diffusion features benefit different tasks?


